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Abstract 

Complexity analysis is one of the most complicated topics in mathematics. It involves 

an unusual concept and some tricky algebra. This report is a humble trail to demystify 

the idea in detail. Heterogonous systems are becoming bigger and more complex. 

While the complexity of large-scale heterogeneous systems has been acknowledged to 

be an important challenge, there has not been much work in defining or measuring 

system complexity. Thus, today, it is difficult to compare the complexities of different 

systems, or to state that one system is easier to program, to manage or to use than 

another. Here we try to understand the factors that cause heterogeneous systems to 

appear very complex to people. We define different aspects of system complexity and 

propose metrics for measuring these aspects. We also show how these aspects affect 

the system. Based on the aspects and metrics of complexity, we propose general 

guidelines that can help to measure the complexity of systems. 

There are many types of analysis and various methods available to analyze the 

algorithms like apriori analysis, posterior analysis, micro analysis, macro analysis, 

amortized analysis, big O notation, theta notation, potential method, accounting 

method. All analysis and methods are situation specific. Our report does a 

comparative study of various method and techniques of algorithm analysis giving 

their specific advantages and disadvantages. 

In this report online banking system is discussed in detail. In this systems there are 

various factors that will play significant roles in the overall complexity, there are 

many algorithms that are running simultaneously like fault tolerance, authentication, 

encryption, routing tables, communication protocols and for error recovery. Every 

algorithm contributes in the system. In this report we will measure how much 

contribution they have. Every algorithm have time and space complexity, if the 

algorithms are running parallel then the complexity will be highest out of them . E.g. 

we have complexities n, n+1,n
2 

then the complexity will be n
2. 

If we have N 

algorithms and they are running sequentially then the complexity will be sum of all 

these.eg. We have N algorithms running simultaneously then the total complexity will 

be Tc = 1+2+……+N. 
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Chapter 1 

Introduction 

 

The size and complexity of heterogeneous systems have been increasing inexorably in 

the recent past. Large-scale distributed systems such as internet systems, ubiquitous 

computing environments, grid systems, storage systems, enterprise systems and 

sensor networks often contain immense numbers of heterogeneous and mobile nodes. 

These systems are highly dynamic and fault-prone as well. As a result, developers 

find it difficult to program new applications and services for these systems; 

administrators find it difficult to manage and configure these complex, device-rich 

systems; and end-users find it difficult to use these systems to perform tasks. The 

computational aspects of complexity have been studied extensively. The concepts of 

time and space complexity of different kinds of algorithms are well understood. 

However, the human aspect of complexity is still poorly understood. This human 

aspect of complexity is a significant challenge today, requiring urgent solutions. The 

complexity of heterogeneous systems for people has been widely identified to be an 

important problem [1,2]. Many enterprises, governments and other organizations have 

large, complex computing systems that are difficult to manage, maintain and change. 

Application and service developers often face steep learning curves before they can 

start programming large distributed systems. Organizations also tend to spend huge 

amounts in administration and maintenance costs, which often exceed the cost of 

buying the system in the first place. End-users, too, are often overwhelmed with the 

complexity of a single computer, let alone multiple, heterogeneous devices. In spite of 

the fact that system complexity has been widely talked about, the term ―complexity‖ 

is often used loosely in connection with computer systems. There are no standard 

definitions of complexity or ways of measuring the complexity of large systems. As 

with so many complex things, computer system complexity means different things to 

different people. In this report, we identify the different algorithms that take part in 

the complexity of heterogeneous system: Fault tolerance algorithm, routing 

algorithms, backup algorithm, error detection and correction algorithms etc. We 

describe the rationale behind these different aspects and show how these aspects 

manifest themselves in heterogeneous systems. This report shows how these aspects 

of complexity impact the overall system. The computer systems research community 
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has been actively looking at different approaches to reduce the complexity of systems. 

These approaches often take the form of middleware or programming frameworks to 

simplify the task of developers [3], various system management tools for 

administrators; and intuitive user interfaces for end-users. However, today, there is no 

way of formally, and quantitatively, saying that a certain solution does reduce 

complexity, or that one solution is better than another. We hope that our proposed 

aspects and metrics of complexity will allow people to compare solutions in a more 

scientific way, as well as guide future solutions to tackling the problem of complexity. 

So far, approaches to tackling system complexity have been rather ad-hoc in manner. 

The main contribution of this report is in addressing the problem of heterogeneous 

system complexity in a more formal and scientific way.  

At last we will find the complexity of Internet banking system. Internet 

Banking developed due to increasing demand of online banking transactions. The 

biggest advantages of Internet Banking consist of complex banking solutions, 24 

hours availability, quick and secure access to the back-end application through 

Internet. Customer requests for quick access and no matter the location at their bank 

accounts, or at financial/banking transactions, all of these have determined the 

banking institutions worldwide to adopt the internet as the optimal solution for the 

presented demands. Through the internet network banks are able to connect front-end 

applications with back-end. Based on such advantages, internet banking applications 

were created. The evolution of bank presence on web from simple, static applications 

to complex, dynamic application, to complex, dynamic application with numerous 

transactions, is presented below (figure 1.0). The advantages of internet banking 

applications consist of: quickness; secured access to sensitive data as accounts, 

personal data of customers, transactions; account management; operating sale-

purchase transactions in real-time and at long distance; suppressing the stress of 

staying in bank for a transaction; low costs for the maintenance of this kind of 

applications. 

Figure1.0 Banking Growth 



3 

 

1.1 Guide Lines to Measure complexity in Heterogeneous System 

 

 Module 1 Module 2 Module 3 Module 4 Module 5 

H_system 1 n
2
 n log n 2

n
 log n n 

H_system 2 log n n! n
3
 n log n n 

H_system 3 n
3
 n log n O(1) n log n 

H_system 4 n
2
 (log n ) / 2 n

4
 N O(1) 

H_system 5 n
2
 n log n n

2
 log n (log n)

2
 n log n 

 

Table 1.0 Heterogeneous Systems and module wise complexity. 

In above shown table we have assume five heterogeneous systems and each system 

has five different modules, in the table 1.0 their module wise complexity is given . 

Now we will calculate the overall complexity of the system (TC). 

Scenario1. In H_system 1 we have a very simple system and no module is running in 

parallel, all the modules are running in sequence, simply by adding the complexity of 

each module will give the overall complexity of the system (i.e. Tc= n
2 

+ n log n + 2
n 

+ log n + n). TC=2
n
 .It is an easy example and these types of systems are rare in use. 

Now we have more dynamic system with inter connections and multiple dependencies 

with distributed, parallel or other techniques of advance computing. 

Scenario2. In H_system2 some of the modules are running parallel, so approach to 

measure the complexity will be different. If module 3 and module 5 are running in 

parallel fashion, so the highest complexity from both the module will be taken in to 

the account (the complexity of module 3 and module 5 is n
3
 and n respectively so will 

take n
3 

highest one), so the total complexity (Tc) of the system H_system 2 will be Tc 

= log n +n! + n
3 

+ n log n, TC =n
3
. These types of systems are most common one. 

Some time all the modules are running in parallel manner then the highest complexity 

will be the Total complexity (Tc) of the system. In actual it may not be that simple and 

many more parameters may affect overall complexity. 

Scenario3. Heterogeneous system may include one or more critical module like 

security where it cannot be compromised in context to complexity, so in this type of 

cases one module can affect the overall system’s complexity. Like in banking system 

or online payment system security, atomicity, accuracy, consistency, isolation and 
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durability are modules those cannot be compromised we have to take care these 

modules, they can increase the total complexity of the system. 

Scenario4. In this scenario we may have some dependencies. One module may 

dependent on another one so the complexity will increase. Like in H_system 3  we 

can’t start the second module until first module is not finished if the complexity of 

module one is high then automatically the overall system’s complexity will get 

effected and output of Module 3 is dependent module 2 if output varies then it may 

has effect on TC.  

Scenario5. Now we have system in which two modules (module 1and module 2) are 

running in parallel and have one complex module 3 the output of module 5 is 

dependent on module 4. If we do some computations on client side rather than to do 

all computations on server side, we do so the complexity of module 3 is decreased n
4
 

to n. the overall system complexity will automatically decreased.  

Organization of Thesis 

The thesis is organized as follows:  

Chapter-2 Discussion on fundamentals of complexity and various analysis 

methods. 

Chapter-3 This chapter presents various methods to calculate complexity. 

Chapter-4 Problem statement for complexity analysis involving heterogeneous 

system. 

Chapter-5  It presents heterogeneous system and various algorithms used in the 

system. 

Chapter-6  It shows results & discussion. 

Chapter-7  Conclusion. 

 

  



5 

 

Chapter 2 

State of the Art in Complexity Analysis 
 

2.1 Algorithm 

An algorithm is a well-defined sequence of steps to solve a problem of interest. It is a 

procedure for solving a problem, with special focus on solving problems using a 

computer. Some examples of standard algorithms are listed as follows: 

 Search Algorithms (Binary search, Fibonacci search, Golden section search, 

etc.) 

 Sorting Algorithms (Insertion Sort, Bubble Sort, Quick Sort, Heap Sort, etc.) 

 Shortest Path Algorithms (Dijkstra’s Algorithm, Floyd’s Algorithm, etc.) 

Informally, an algorithm is any well-defined computational procedure that takes some 

values, or set of values as input and produces some values, or set of values, as output.  

  An algorithm is thus a sequence of computational steps that transform the 

input into the output. 

Formal Definition: - An Algorithm is a correct solution for a problem in finite 

sequence of steps where each step is unambiguous and which terminates for all 

possible inputs in a finite amount of time and memory [4]. 

Components of an Algorithm 

 Input  

 Output 

 Logic to convert from Input to output. 

Input: - It is value or the parameters we pass (given as input to process). 

Output: - It is the desired result which we want to produce. 

Logic: - Sequence of computational steps that transform the input into the output. In 

an algorithm logic is the computational part. In which we perform some logic or 

calculation to precede the output.   

 Only computational problems not others can be solved using computer 

algorithms others like whether God exists, whether you love me or not, whether he 

fears or not? 
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2.2 Complexity Analysis of an Algorithm 

The complexity of an algorithm means a function representing the number of steps 

(times) required to solve a problem under the worst-case behavior. An algorithm 

consists of asset of steps. For some problems, the algorithm will be executed for all its 

steps for its subsets of steps. The worst-case behavior of an algorithm means the 

maximum number of steps executed (or time taken) to solve a problem. Hence, for 

any algorithm, even before implementing it, its complexity function should be 

analyzed. Such analysis will help us predict the maximum magnitude of time required 

to solve a problem using the algorithm. There is one more type of complexity 

function, namely volume complexity function, which represents the maximum 

primary memory requirement while executing the algorithm. [4]  

Time complexity:  As stated earlier, the time complexity function of an algorithm 

gives the worst-case estimate in terms of the number of steps to be executed for the 

algorithm. The order of the algorithm is defined like (n
2
), O (n!), O (2

n
), etc. The big 

O means the maximum order of the algorithm. O (n
2
) means that order of the 

algorithm is n
2
, which indicates the maximum number of steps required to solve any 

problem by that algorithm is n
2   

where n is the problem size. The time complexity 

function may be either polynomial or exponential.
 

Volume Complexity: The volume complexity function of an algorithm represents the 

amount of prime memory space required while executing the algorithm. Again this 

may be either polynomial or exponential. In the case of the branch and bound 

technique, if  Breath First Search (BFS) is used, the function representing the memory 

space required to store the sub-problems will be in exponential from; if Depth First 

Search (DFS) is used, the function representing the memory space required to store 

the sub-problems will be in polynomial form. The type of the algorithm as well as 

data structure affects the volume complexity. This analysis will be helpful in deciding 

the types of computer to be used for implementing the algorithm. 

2.3 Apriori Analysis 

Apriori – Designing then making. The principle of apriori Analysis was introduced by 

Donald Knuth. In apriori Analysis first we analyze the system or problem then we 

design or write the code for the problem. 
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Consider the above given example (figure 2.1). Suppose that we need to go from 

place A to place B and there exists two paths P and Q for the same. It is clear that for 

any given method (in this physical example Method will comprises- vehicle, its speed 

etc.) Path P will always take less time. Similarly for a given problem in computer 

science the method would consist of the processor, main memory etc. and the 

algorithm will correspond to the path. So given two are more algorithms for a 

problem we are interested in doing an machine independent analysis of these 

algorithms and say algorithm A is better than the remaining algorithms. This leads to 

the principle of Apriori Analysis, apriori analysis means doing an analysis of the 

solutions before we code.  

Foundation of Algorithm Analysis 

 To do an apriori Analysis we need some tools. The tools include the 

instruction count and size of input. 

 To do an apriori analysis we need to identify the basic operations (or 

instructions) in the algorithm and do a count (Instruction Count) on these 

operations. The instruction count is used as a figure of merit in doing the 

analysis.  

 The size of input (input size) is used as a measure to quantify the input.  

 Worst Case Complexity refers to the maximum instruction count among all 

instruction counts. Let In denote the set of all inputs of size n and let IC(i) 

denote the instruction count on a specific input i.  

Worst Case Complexity, WCC = Max IC(i), for all I in In. 

 Since the choice of a data structure or algorithm is generally made before a program 

is written, apriori (before the fact) analysis is necessary. 

Frequency Count Analysis  

A frequency count of statements executed is the most direct form of apriori analysis 

of the time used by an algorithm.  Each statement in a program adds the value of 1 to 

the frequency count each time it is executed.  The major failing of frequency count 

Figure 2.1 Apriori Analysis 
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analysis of an algorithm written in a high level programming language is that each 

statement in such a programming language does not generate the same number of 

binary instructions when compiled, nor do the binary instructions each take the same 

time to execute. A frequency count of data structure elements used is the most direct 

form of apriori analysis of data structures. Each element in a data structure adds the 

value of 1 to a frequency count analysis of a data structure.  The major failing of 

frequency count analysis of a data structure is that data elements in a high level 

programming language program are not all equal in space used. Even though 

frequency count analysis produces a very specific looking result, remember that it 

really produces an approximation.  In fact, all forms of apriori analysis are 

approximations. These approximations are tolerated because of they produce a good 

enough result that allows competing algorithms and data structures to be compared 

before programmer time is spent coding a solution.  The assumption made in a 

frequency count analysis is that these differences will average out.  Since they are 

approximations, the results can apply equally over solutions to be produced for all 

possible hardware. 

Example of Frequency Count 

Algorithms involving nested loops are very common.  The following is a fragment 

that uses a nested for-loop: 

int b; 

for (int x=0; x<5; x++) 

for (int y=0; y<4; y++)  

{ 

b = x * y; 

cout << b; 

} 

Since there are three simple variables, space use is 3.  The only complication in 

analyzing this fragment for time is the nested for-y-loop, which will be performed in 

its entirety each time the for-x-loop makes one pass.  

 The number of times that the for-y-loop will be started from its beginning conditions 

(the number of passes through the body of the for-x-loop) will have to be used to 

multiply the time count of the statements in the for-y-loop. The frequency count 

analysis of this fragment is as follows: 
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int b;        // add 1 to space  

for (int x=0; x<5; x++)     // add 1 to space, 6 to time  

for (int y=0; y<4; y++) {  // add 1 to space, 5 times 5 to 

time  

b = x * y;     // add 4 times 5 to time  

cout << b; }   // add 4 times 5 to time  

This gives:      Time                            Space  

           6                       1 

+25             +1 

+20             +1 

+20               3 

71  

If, in the previous example fragment, the upper limit of the for-x-loop and the for-

y-loop are represented by variables, the problem of frequency analysis becomes 

marginally more complex. Again, if the worst case assumption is used, both the for-x 

and for-y loops will have a big enough upper limit, so both upper limits can be 

represented by n. The fragment and the analysis of the fragment become:  

int b;       // add 1 to space  

for (int x=0; x<n; x++)   // add 1 to space, n +1 to time  

for (int y=0; y<n; y++) {  // add 1 to space, n times n + 1 to time  

b = x * y;   // add n times n to time  

cout << b;}  // add n times n to time  

This gives:  

Time       Space  

         n+ 1        1 

+ n
2
   +  n     + 1 

+ n
2
       +1 

+ n
2
                             3

                                       

    3n
2
 +  2n + 1 

Notice that one loop dependent on n gives a result in the form of (an + b), where the 

largest order of magnitude is 1. Two nested loops dependent on n give the result in the 

form (an
2 

+ bn + c), where the largest order of magnitude is 2. In fact, the pattern 

continues. With a triply nested set of loops that depend on a limit of n, the result is in  
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the form of (an
3 

+ bn
2 

+ cn + d), where the largest order of magnitude is 3. This 

pattern continues as nesting of loops continues. 

2.4 Posterior Analysis 

Posterior Analysis refers to the technique of coding a given solution and then 

measuring its efficiency. Posterior Analysis provides the actual time taken by the 

program. This is useful in practice. The drawback of Posterior Analysis is that it 

depends upon the programming language, the processor and quite a lot of other 

external parameters.  

 

 

The efficiency of a solution can be found by implementing it as program and 

measuring the time taken by the code to give the desired output. The amount of 

memory occupied by the code can also be calculated. This kind of analysis is called 

Posterior Analysis. Posterior means “later in time”. The analysis is done after coding 

the solution and not at the design phase. We could do a posterior analysis for the 

different possible solutions of a given problem. The inherent drawback of posterior 

analysis is highlighted in the following: Consider a complex system as shown in 

figure 2.2. The efficiency in terms of a time taken by a program depends on the 

CPU’s performance apart from other factors. Suppose a given problem has more than 

one solution and we need to find out the better one using posterior analysis. In such a 

complex system it is difficult to analyze these solutions practically because there 

could interrupts to the CPU when one of the solutions is being analyzed in which case 

Figure 2.2 Posterior Analysis 
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the different solutions may not be comparable. 

2.5 Micro Analysis 

Perform the instruction count for all operations, to count each and every operation of 

the program.  Micro analysis takes more time and is complex and tedious (Average 

lines of codes are in the range of 3 to 5 million lines).Those operations which are not 

dependent upon the size or number of the input will take constant time and will not 

participate in the growth of the time or space function, So they need not be part of our 

analysis. 

Example: 

Power Algorithm (1): 

To compute bn: 

1. Begin 

2. Set p to 1 

3. For i = 1… n do: 

3.1 Multiply p by b 

4. Output p 

5. End 

Micro Analysis: Step 2 is an assignment statement which is counted as one unit. 

Step 3 is a for loop inside in which it performs the multiplication operation (step 3.1) 

which is again counted as one unit of operation. As step 3 executes n times and each 

time it performs one multiplication, the total number of operations performed by step 

3 is n. Step 4 is an output statement which is counted as one unit. So the worst case 

complexity for this power algorithm (1) is (1 + n + 1) = (n+2). 

2.6 Macro Analysis 

Macro Analysis Perform the instruction count only for dominant operations or 

selective instructions which are costliest. The following are a few examples of 

dominant (or basic) operations. 

 Comparisons and Swapping are basic operations in sorting algorithms. 

 Arithmetic operations are basic operations in math algorithms. 

 Comparisons are basic operations in searching algorithms. 

 Multiplication and Addition are basic operations in matrix 

multiplication algorithms. 

Example: 
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Power Algorithm (1): 

To compute b
n 

: 

1. Begin 

2. Set p to 1 

3. For i = 1… n do: 

3.1 Multiply p by b 

4. Output p 

5. End 

Macro Analysis: Step 3.1 performs the multiplication operation and this step is 

performed n times. So the worst case complexity (or running time) for this power 

algorithm (1) is n. 

2.7 Best, Average and Worst Case Analysis 
 

Best, worst and average cases of a given algorithm express what the resource usage 

is at least, at most and on average, respectively. Usually the resource being considered 

is running time, but it could also be memory or other resource. In real-time 

computing, the worst-case execution time is often of particular concern since it is 

important to know how much time might be needed in the worst case to guarantee that 

the algorithm would always finish on time. 

Average performance and worst-case performance are the most used in algorithm 

analysis. Less widely found is best-case performance, but it does have uses, for 

example knowing the best cases of individual tasks can be used to improve accuracy 

of an overall worst-case analysis. Computer scientists use probabilistic analysis 

techniques, especially expected value, to determine expected running times.  

The term best-case performance is used in computer science to describe the way an 

algorithm behaves under optimal conditions. For example, a simple linear search on 

an array has a worst-case performance O(n) (for the case where the desired element is 

the last, so the algorithm has to check every element; see Big O notation), and average 

running time is O(n) (the average position of an element is the middle of the array, i.e. 

at position n/2, and O(n/2)=O(n)), but in the best case the desired element is the first 

element in the array and the run time is O(1).Development and choice of algorithms is 

rarely based on best-case performance: most academic and commercial enterprises are 

more interested in improving average performance and worst-case performance. To 

understand the best, worst and average case we take the example of Insertion Sort. 
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Example: - It sequentially processes a list of records. Each record is inserted in turn at 

the correct position. 

Best case complexity is O(n) and it occurs when the input array is already sorted. 

Because in this case always the left side element is smaller than the right side element 

(since the array is sorted) the inner while loop of the insertion sort algorithm (page 47 

of course book) will not execute any time. So only due to outer for loop the algorithm 

becomes linear ie O(n) (suppose n is the size of the array). 

Worst case complexity is O(n2) and it occurs when the input array is reversely 

sorted. Because in this case always the left side element is greater than the right side 

element the inner while loop will execute every time. So considering both outer for 

loop and inner while loop the algorithm becomes quadratic ie O(n2). 

Average case complexity is O(n2) and it occurs when the input array is randomly 

sorted. In this case the inner while loop will execute randomly still making the 

algorithm O(n2) complexity.    
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Chapter 3 

Measure Complexity 

 
3.1 Big O Notation 

The analysis of the competing data structures and algorithms are approximations of 

the requirements of the data structures, frequency count analysis of algorithms and 

data structures is a fairly good if labor intensive way to compare algorithms and data 

structures. Because it is labor intensive, frequency count analysis has the same 

drawback of actually writing competing of code and then selecting the best. Because 

it is labor intensive, frequency count analysis is seldom used to evaluate algorithms 

and data structures. Instead, frequency count analysis has been presented here as the 

necessary background material to understand Omicron (or Big O) notation in the 

analysis of data structures and algorithms.  

Big O notation is used to represent the worst case growth of an algorithm in time 

or a data structure in space when they are dependent on n, where n is big enough [5].  

The concept of  big enough takes effect when n is large enough that the 

differences between the expressions produced by frequency count analysis of 

competing algorithms becomes, for all practical purposes, completely dependent on 

the size of n. In other words, if two competing algorithms produced the following 

results for time:  

5n
2 

+ 3n + 16         3n
2 

+ 9n + 7 

A big enough n means that the differences produced by adding in the constants 16 and 

7 are negligible, the differences produced by multiplying n by 3 and 9 are negligible, 

and even the effects produced by multiplying n
2 

by 5 and 3 are negligible. A big 

enough n means that n
2 

will so completely dominate the growth curve of both 

polynomials that n
2 

is all that is needed to compare these two algorithms. In fact, a big 

enough n means the largest magnitude of n is all that is needed to a priori rates an 

algorithm or data structure. This means that the results of both examples are n
2 

and 

are, for all practical purposes, identical.  

If we accept the premise that the largest magnitude of n is a good enough 

approximation to evaluate an algorithm or data structure, then all that needs to be 



15 

 

analyzed for time in an algorithm dependent on n is the most frequently occurring 

statement. All that needs to be analyzed for space is the most frequently occurring 

increase in the data structure. By accepting this premise, the comparison of algorithms 

and data structures becomes less precise, but the rating produced is good enough to 

produce a usable rating for an acceptable amount of work.  

The worst case analysis of the growth rate of an algorithm in time or data structure in 

space that is produced with the above premise is written  

O (largest magnitude using n) and is pronounced Omicron-expression or Big O-

expression.  

For example, if an algorithm produced a rating of in time of n
3

, it would be written O 

(n
3

). Here is a graph of the curves of common Omicron results: 

Figure 3.1 Big O 

Thus far, we have used data structures that at worst O (n) and algorithms that are at 

Worst O (n
2
) in terms of their growth based on n. 

3.2 Theta Notation 

Theta notation relates to analyzing an algorithm and finding the number of operations 

it performs. At this stage we won’t specify what operation we are counting. It could 

be additions, multiplications, matrix multiplications, recursive calls, etc. All we know 

is that there is some operation that we count, and the number of operations performed 

will depend on the size of the problem, n [6]. The measure of the size of the problem, 

n, may itself be complicated. For example n might be the number of items to be 
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sorted, or the size of a matrix. For now, let us just assume that n measures the size of 

the problem, and that f (n) is the number of operations needed to solve the problem 

when the input size is n. The faster f(n) grows, the slower the algorithm will be, 

because the number of operations, i.e. the amount of work, performed by the 

algorithm is growing rapidly. We try to gain an understanding of how fast  f(n) grows 

with n. In fact what we are seeking, technically speaking is upper and lower bounds, 

so that we can say ―f(n) grows no faster than x‖ and ―f(n) grows faster than y‖. If 

possible we try to get x and y to differ by no more than a constant multiple, for then 

we have considerable knowledge about how fast f(n) grows. The formal definition of 

theta notation is a two part definition. We seek first of all an upper bound, some 

function g(n), say. We then say that f(n) is of order at most g(n), or f (n) = O(g(n)) . 

Technically, if we can find constants c1 and n1 with 1 | f (n) |£ c | g(n) | for all n³n1, 

then we say f (n) = O(g(n)). 

3.3 Omega Notation 

 f(n) = Ω(g(n)) if there are positive constants c and n0 such that f(n) >= cg(n) 

for all n >= n0. This notation is known as Big-Omega notation 

 The Big-Omega notation can be considered as a lower bound for the f(n) 

which is the actual running time of an algorithm.  

 Informally Ω (g(n)) denotes the set of all functions with a larger or same order 

of growth as g(n). For example, n
2
 belongs Ω(n). 

 

 

 

 

 

Figure 3.2 Omega Notation 

 Consider the set of problems to find the maximum of an ordered set of n 

integers. Clearly every integer must be examined at least once. So Ω(n) is a 

lower bound for that. For matrix multiplication we have 2n
2
 inputs so the 

lower bound can be Ω(n
2
). 

 For all sorting & searching we use comparison trees for finding the lower 

bound. 
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 For an unordered set the searching algorithm will take Ω(n) as the lower 

bound. For an ordered set it will take Ω(log n) as the lower bound. Similarly 

all the sorting algorithms cannot sort in less then Ω(nlogn)  time so Ω(nlogn) 

is the lower bound for sorting algorithms. 

3.4 Amortized Analysis 
 

Amortized analysis refers to finding the average running time per operation over a 

worst-case sequence of operations. Amortized analysis differs from average-case 

performance in that probability is not involved; amortized analysis guarantees the 

time per operation over worst-case performance. The method requires knowledge of 

which series of operations are possible. This is most commonly the case with data 

structures, which have state that persists between operations. The basic idea is that a 

worst case operation can alter the state in such a way that the worst case cannot occur 

again for a long time, thus "amortizing" its cost. As a simple example, in a specific 

implementation of the dynamic array, we double the size of the array each time it fills 

up. Because of this, array reallocation may be required, and in the worst case an 

insertion may require O (n). However, a sequence of n insertions can always be done 

in O(n) time, so the amortized time per operation is O(n) / n = O(1).Notice that 

average-case analysis and probabilistic analysis are not the same thing as amortized 

analysis. In average-case analysis, we are averaging over all possible inputs; in 

probabilistic analysis, we are averaging over all possible random choices; in 

amortized analysis, we are averaging over a sequence of operations. Amortized 

analysis assumes worst-case input and typically does not allow random choices. 

There are several techniques used in amortized analysis:[7] 

Aggregate analysis determines the upper bound T (n) on the total cost of a sequence 

of n operations, and then calculates the average cost to be T (n) / n.  

Accounting method determines the individual cost of each operation, combining its 

immediate execution time and its influence on the running time of future operations. 

Usually, many short-running operations accumulate a "debt" of unfavorable state in 

small increments, while rare long-running operations decrease it drastically.  

Potential method is like the accounting method, but overcharges operations early to 

compensate for undercharges later.  
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Common Use   

 In common usage, an "amortized algorithm" is one that an amortized analysis 

has shown to perform well.  

 Online algorithms commonly use amortized analysis.  

3.5 Accounting Method 

The accounting method is a method of amortized analysis based on accounting. The 

accounting method often gives a more intuitive account of the amortized cost of an 

operation than either aggregate analysis or the potential method. Note, however, that 

this does not guarantee such analysis will be immediately obvious; often, choosing the 

correct parameters for the accounting method requires as much knowledge of the 

problem and the complexity bounds one is attempting to prove as the other two 

methods. The accounting method is most naturally suited for proving a O(1) bound on 

time. The method as explained here is for proving such a bound. Preliminarily, we 

choose a set of elementary operations which will be used in the algorithm, and 

arbitrarily set their cost to 1. The fact that the costs of these operations may in reality 

differ presents no difficulty in principle. What is important is that each elementary 

operation has a constant cost. Each aggregate operation is assigned a "payment". The 

payment is intended to cover the cost of elementary operations needed to complete 

this particular operation, with some of the payment left over, placed in a pool to be 

used later. The difficulty with problems that require amortized analysis is that, in 

general, some of the operations will require greater than constant cost. This means 

that no constant payment will be enough to cover the worst case cost of an operation, 

in and of itself. With proper selection of payment, however, this is no longer a 

difficulty, the expensive operations will only occur when there is sufficient payment 

in the pool to cover their costs [9]. 

3.6 Potential Method 

The potential method is a method used to analyze the amortized time and space 

complexity of an algorithm. It can be thought of as a generalization of the accounting 

method the debit method. It is useful in cases where it is hard to assign credit to 

specific elements of the structure. 

The potential function φ is set to be a positive-valued function from states of the data 

structure in question. If ci represents the actual cost of the i
th

 operation, which updates 
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the data structure from state Ai − 1 to state Ai, then the effective cost di of this operation 

is defined to be di = ci + φ(Ai) − φ(Ai − 1) (i.e., the effective cost is the actual cost plus 

the difference in potential). 

If φ is chosen so that the starting state of the data structure has potential 0, then the 

sum of the effective costs d1,…..,dn is greater than or equal to the sum of the actual  

costs C1,…..,Cn. So if an upper bound on the effective cost of each operation can be 

shown, this implies an upper bound on the total cost of n operations, which gives an 

upper bound on the amortized cost per operation. 

Comparison of all the analysis method 

Table 3.0 Comparison Table 

 

Apriori Analysis 

Require less effort because we don’t actually implement it. 

Less risky 

Simple and Easy 

 

Posterior Analysis 

Whole effort may go waste if analysis gives negative data. 

Actually resources or infrastructure is required. 

Not applicable in many instances. 

 

Micro Analysis 

Checks all instruction. 

It takes more time. 

Not useful for large code. 

 

Macro Analysis 

Check only dominant operation 

It takes less time comparative to Micro Analysis 

As useful as micro analysis 

 

 

 

BigO Notation 

Represent worst case growth of an algorithm in time and space 

when they are dependent on n. 

Big O represents an upper bound. 

Easy to calculate and widely acceptable. 

 

Theta Notation 

It represents tight bound. 

Useful for many problems. 

 

Omega Notation 

It represents a lower bound. 

Not used very often. 

 

Amortized Analysis 

Probability is not involved. 

Guarantees the time per operation over worst-case performance 

 

Accounting Method 

It determines the individual cost of each operation. 

Balancing can be done between heavy and light operations. 

 

Potential Method 

Use in Online Algorithms. 

Good to calculate the overall cost of a data structure. 
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    Chapter 4 

    Problem Statement 

 

The term complexity has been widely used in different contexts by different people. 

In general, though, system complexity can be described as a measure of how 

understandable a system is and how difficult it is to perform tasks in the system. A 

system with high complexity requires great mental or cognitive effort to comprehend 

and use, while a system with low complexity is easily understood and used. In this 

section, we attempt to capture some of the aspects of systems that make them difficult 

to understand. Heterogeneous systems are becoming complex. To determine the 

complexity of such system is a challenging task.  

Research Question 

How to calculate the complexity of heterogeneous system? How different algorithms 

affect the final complexity of system? How they take part in system? 

 Our goal is to calculate the complexity of heterogeneous system such as online 

banking system. In such systems there is number of algorithms running in parallel. 

How they take part in the system? 

Justification 

 There are number of algorithm that contributes in the system’s complexity like fault 

tolerance, authentication and encryption, routing table, communication protocol with 

error recovery mechanism, backup algorithm, recovery algorithm etc. Some 

algorithms may run in parallel, some may in sequence, how these algorithms affect 

the overall system complexity. There are various other factors that will play 

significant roles in the overall complexity. Communication is one of them. Depending 

upon the distance of locations where servers may be placed due to security or 

feasibility of the application. Backup is another issue where system needs some time 

to reconsolidate with the back end links or system. Depending upon the types of 

backup (hot or cold backup) different timings may be taken up by the system. In case 

of database application there may be delays due to commit and other updates on 

various types of storage media, which needs to be taken into account. 

  In this report we will calculate the complexity of online banking 

system. 
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Chapter 5  

Heterogeneous System 

 
Heterogeneous system contains many different kinds of hardware and software 

working together in cooperative fashion to solve problems. There may be many 

different representations of data in the system. This might include different 

representations for integers, byte streams, floating point numbers, and character sets. 

Most of the data can be marshaled from one system to another without losing 

significance. Attempts to provide a universal canonical form of information is 

lagging. There may be many different instructions sets. An application compiled for 

one instruction set cannot be easily run on a computer with another instruction set 

unless an instruction set interpreter is provided. There is no universal binary making 

process migration difficult. Recent developments in the web and Java may provide a 

universal interpreted language on most computers. Though a computer language is not 

an instruction set, this is a good compromise. Some components in the distributed 

system may have different capabilities than other components. Among these might 

include faster clock cycles, larger memory capacity, bigger disk farms, printers and 

other peripherals, and different services. Seldom are any two computers exactly alike. 

Heterogeneous System May be Based On Software as well as hardware.eg we have a 

system in which our data is on site A and on site B ,Site A having the SQL Server and 

Site B having Oracle. In this scenario if we have same hardware but are platforms are 

different. In another case we may have different Hardware specifications that will also 

cover under the type of Heterogeneous system. Let’s take an example of banking 

system it has both different hardware as well as software. Now example illustrates the 

concept to measure the complexity of a heterogeneous system. This banking 

application utilizes all kinds of algorithms from symbolic through real time through 

fault tolerant. Figure 5.1 illustrates a simplified form the architectural building blocks 

which comprise this banking system, and algorithm classes written to execute on it. 

The web servers are in turn connected to a set of application servers for implementing 

banking rules and policies. The application server’s access mirrored and/or replicated 

data storage.  
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Redundancy is present in the network also. Telephone banking using an Interactive 

Voice Response System is used as a backup if the branch terminals break down. The 

design of the authentication hardware and software requires fault tolerance – the users 

should not have to re-login if one or more server’s fail some state should be stored in 

the form of cookies in non-volatile storage somewhere. The banking calculations 

require very high accuracy (30+ digit accuracy). Various kinds of fault tolerance 

schemes are used for storage. For example, two mirrored disks always keep identical 

data. A write to one disk is not considered complete till the other is written also.  

5.1 Encryption 

Encryption is the process of converting a plaintext message into cipher text which can 

be decoded back into the original message. An encryption algorithm along with a key 

is used in the encryption and decryption of data. There are several types of data 

encryptions which form the basis of network security. Encryption schemes are based 

on block or stream ciphers. The type and length of the keys utilized depend upon the 

encryption algorithm and the amount of security needed. In conventional symmetric 

encryption a single key is used. With this key, the sender can encrypt a message and a 

recipient can decrypt the message but the security of the key becomes problematic. In 

Figure 5.1 Online Banking System 

SSSystem 
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asymmetric encryption, the encryption key and the decryption key are different. One 

is a public key by which the sender can encrypt the message and the other is a private 

key by which a recipient can decrypt the message [8]. 

5.1.1 Encryption Algorithms 

Different encryption algorithms use proprietary methods of generating these keys and 

are therefore useful for different applications. Here are some nitty gritty details about 

some of these encryption algorithms. Strong encryption is often discerned by the key 

length used by the algorithm.  

5.1.2 DES/3DES  

The Data Encryption Standard (DES) was developed and endorsed by the U.S. 

government in 1977 as an official standard and forms the basis not only for the 

Automatic Teller Machines (ATM) PIN authentication but a variant is also utilized in 

UNIX password encryption. DES is a block cipher with 64-bit block size that uses 56-

bit keys. Due to recent advances in computer technology, some experts no longer 

consider DES secure against all attacks; since then Triple-DES (3DES) has emerged 

as a stronger method. Using standard DES encryption, Triple-DES encrypts data three 

times and uses a different key for at least one of the three passes giving it a 

cumulative key size of 112-168 bits [10].  

5.1.3 IDEA   

International Data Encryption Algorithm (IDEA) is an algorithm that was developed 

by Dr. X. Lai and Prof. J. Massey in Switzerland in the early 1990s to replace the 

DES standard. It uses the same key for encryption and decryption, like DES operating 

on 8 bytes at a time. Unlike DES though it uses a 128 bit key. This key length makes 

it impossible to break by simply trying every key, and no other means of attack is 

known. It is a fast algorithm, and has also been implemented in hardware chipsets, 

making it even faster.  

5.1.4 SEAL  

Rogaway and Coppersmith designed the Software-optimized Encryption Algorithm 

(SEAL) in 1993. It is a Stream-Cipher, i.e., data to be encrypted is continuously 

encrypted. Stream Ciphers are much faster than block ciphers (Blowfish, IDEA, DES) 

but have a longer initialization phase during which a large set of tables is done using 

the Secure Hash Algorithm. SEAL uses a 160 bit key for encryption and is considered 

very safe [11]. 
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5.1.5 RC4 

RC4 is a cipher invented by Ron Rivest, co-inventor of the RSA Scheme. It is used in 

a number of commercial systems like Lotus Notes and Netscape. It is a cipher with a 

key size of up to 2048 bits (256 bytes), which on the brief examination given it over 

the past year or so seems to be a relatively fast and strong cypher. It creates a stream 

of random bytes and 'XORing' those bytes with the text. It is useful in situations in 

which a new key can be chosen for each message. 

5.2 Authentication 

The ability to determine the identity of a party for an interaction and to ensure that a 

message came from, who it claims to have come from. Authentication is seldom used 

in isolation. Authentication is used as the basis for authorization [10] (determining 

whether a privilege will be granted to a particular user or process), privacy (keeping 

information from becoming known to non-participants), and non-repudiation (not 

being able to deny having done something that was authorized to be done based on 

the authentication). 

There are three main algorithms for authentication: passwords, Needham and 

Schroeder protocol (used in Kerberos), and public key encryption. In all of them the 

central issue is to never allow the secret information outside a secured environment, 

while at the same time allowing the recipient to verify that the secret was used. The 

descriptions that appear below only give a flavor of the algorithms and discuss their 

advantages and disadvantages.  

5.2.1 Passwords 

Passwords are simply secrets that are provided by the user upon request by a 

recipient. Passwords are often stored on a server in an encrypted form so that a 

penetration of the file system does not reveal password lists. The problem with 

password-based systems is that the password becomes known to the recipient, who 

can then impersonate the user. Even if the recipient is trusted not to do this, passwords 

are dangerous in network environments since they are susceptible to interception 

during transmission. In general, passwords are unacceptable security in a network 

environment [13].  

5.2.2 Needham and Schroeder Protocol  

In the Needham/Schroeder protocol used in Kerberos, the secret information used for 

verification is never transmitted in the clear and is never seen by a recipient. Instead, 
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an "authentication server" creates a collection of "session secrets" (derived from its 

knowledge of the secrets of the sender and receiver in a particular interchange) that 

are used by the sender and receiver for authentication of messages during a particular 

interaction. Session information is good only between session participants, and can be 

time stamped to protect against replaying of messages. New interactions (even 

between the same client and server) require new session keys [11].  

5.2.3 Public Key Encryption 

Public key encryption can also be used for authentication using "digital signatures". In 

public key encryption, each user, i, has both a public key, Ei, which is made publicly 

available, and a private key, Di, which only user i knows. The keys are 

mathematically related, and both are generated by the user. Thus, there is no need for 

anyone else to hold the private key, which enhances  Security  Public and private keys 

are inverses and are symmetrical, in the sense that for a given message m, Ei(Di(m)) = 

Di(Ei(m)) = m. To preserve privacy, a user X will obtain the public key Ey for user Y 

and compute Ey(m)). Since only Y knows Dy, only Y can decrypt. A checksum or 

some other identifying pattern is embedded into m so that a valid decryption can be 

verified. Digital signatures work similarly, except that when X wants to sign a 

message to Y, X uses his/her private key Dx and computes Dx(m). Upon receipt, Y 

computes Ex(Dx(m)) = m. Since only X had knowledge of Dx, only X could have 

signed the message. Privacy encryption can be combined with digital signatures by 

computing Ey(Dx(m)), which is decrypted as Ex(Dy(Ey(Dx(m)))) = m. The public 

key register of the Ei need not be read secure, since the Ei are given away freely. The 

registry must be protected against corruption, since that would allow fraudulent keys 

to be given out. The channel to the registry must be secure to prevent "spoofing" 

attacks, but this can be done using public key encryption.  

The disadvantage of public key encryption is that it is several orders of magnitude 

slower than conventional encryption because of the nature of the encryption 

algorithms. Thus, for instances where a session involves many messages or where 

high performance is required, a Kerberos-based system may be more appropriate [14].  

5.2.4 Authentication Algorithm  

Authentication is the process of verifying identity so that one entity can be sure that 

another entity is who it claims to be. In this Alice and Bob, public key cryptography is 
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easily used to verify identity. The notation {something} key means that something has 

been encrypted or decrypted using key.  

Suppose Alice wants to authenticate Bob. Bob has a pair of keys, one public and one 

private. Bob discloses to Alice his public key. Alice then generates a random message 

and sends it to Bob:  

A->B random-message 

Bob uses his private key to encrypt the message and returns the encrypted version to 

Alice:  

B->A {random-message} bobs-private-key 

Alice receives this message and decrypts it by using Bob's previously published 

public key. Alice compares the decrypted message with the one originally sent to 

Bob; if they match, Alice knows talking to Bob. An imposter presumably wouldn't 

know Bob's private key and would therefore be unable to properly encrypt the random 

message for Alice to check., instead of encrypting the original message sent by Alice, 

Bob constructs a message digest and encrypts that. A message digest is derived from 

the random message in a way that has the following useful properties:  

The digest is difficult to reverse. Someone trying to impersonate Bob couldn't get the 

original message back from the digest. An impersonator would have a hard time 

finding a different message that computed to the same digest value. By using a digest, 

Bob can protect himself. He computes the digest of the random message sent by Alice 

and then encrypts the result. He sends the encrypted digest back to Alice. Alice can 

compute the same digest and authenticate Bob by decrypting Bob's message and 

comparing values.   

The technique just described is known as a digital signature. Bob has signed a 

message generated by Alice, and in doing so he has taken a step that is just about as 

dangerous as encrypting a random value originated by Alice. Consequently, our 

authentication protocol needs one more twist: some (or all) of the data needs to be 

originated by Bob.  

A->B hello, are you bob? 

B->A Alice, This is bob 

{Alice is Bob} bobs-private-key 

When he uses this protocol, Bob knows what message he is sending to Alice, and he 

doesn't mind signing it. He sends the unencrypted version of the message first, "Alice, 
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This Is Bob." Then he sends the digested-encrypted version second. Alice can easily 

verify that Bob is Bob, and Bob hasn't signed anything he doesn't want to.  

How does Bob hand out his public key in a trustworthy way? Let's say the 

authentication protocol looks like this:  

A->B  hello 

B->A  Hi, I’m Bob, bobs-public-key 

A->B  prove it 

B-A  Alice, This is bob 

{Alice, this is Bob}Bobs-private-key 

With this protocol, anybody can be Bob. All you need is a public and private key. 

You lie to Alice and say you are Bob, and then you provide your public key instead of 

Bob's. Then you prove it by encrypting something with the private key you have, and 

Alice can't tell you're not Bob.  

To solve this problem, the standards community has invented an object called a 

certificate. A certificate has the following content:  

 The certificate issuer's name. 

 The entity for whom the certificate is being issued.  

 The public key of the subject.  

 Some time stamps.  

The certificate is signed using the certificate issuer's private key. Everybody knows 

the certificate issuer's public key (that is, the certificate issuer has a certificate, and so 

on...). Certificates are a standard way of binding a public key to a name.  

By using this certificate technology, everybody can examine Bob's certificate to see 

whether it's been forged. Assuming that Bob keeps tight control of his private key and 

that it really is Bob who gets the certificate, then all is well. Here is the amended 

protocol:  

A->B  hello 

B->A  Hi, I’m Bob, bobs-public-key 

A->B  prove it 

B-A  Alice, This is bob 

   {Alice, this is Bob}Bobs-private-key 

Now when Alice receives Bob's first message, she can examine the certificate, check 

the signature (as above, using a digest and public key decryption), and then check the 
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subject (that is, Bob's name) and see that it is indeed Bob. She can then trust that the 

public key is Bob's public key and request Bob to prove his identity. Bob goes 

through the same process as before, making a message digest of his design and then 

responding to Alice with a signed version of it. Alice can verify Bob's message digest 

by using the public key taken from the certificate and checking the result.  

A bad guy - let's call him Mallet - can do the following:  

A->M  hello 

M->A  Hi, I’m Bob, bobs-certificate 

A->M  prove 

M->A  ???? 

But Mallet can't satisfy Alice in the final message. Mallet doesn't have Bob's private 

key, so he can't construct a message that Alice will believe came from Bob. Once 

Alice has authenticated Bob, she can do another thing - she can send Bob a message 

that only Bob can decode:  

A->B  {secret} bobs-public-key 

The only way to find the secret is by decrypting the above message with Bob's private 

key. Exchanging a secret is another powerful way of using public key cryptography. 

Even if the communication between Alice and Bob is being observed, nobody but 

Bob can get the secret.  

This technique strengthens Internet security by using the secret as another key, but 

this time it's a key to a symmetric cryptographic algorithm (such as DES, RC4, or 

IDEA). Alice knows the secret because she generated it before sending it to Bob. Bob 

knows the secret because Bob has the private key and can decrypt Alice's message. 

Because they both know the secret, they can both initialize a symmetric cipher 

algorithm and then start sending messages encrypted with it. Here is a revised 

protocol:  

A->B   hello 

B->A  Hi, I’m Bob, bobs-certificate 

A->B  {Alice, This is Bob} bobs-private-key 

B->A  ok bob,here is asecret {secret}bobs-public-key 

{some message}secret-key 

How secret-key is computed is up to the protocol being defined, but it could simply be 

a copy of secret.  Alice and Bob can introduce a message authentication code (MAC) 

into their protocol. A MAC is a piece of data that is computed by using a secret and 
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some transmitted data. The digest algorithm described above has just the right 

properties for building a MAC function that can defend against Mallet:  

MAC:= Digest[some message, secret] 

Because Mallet doesn't know the secret, he can't compute the right value for the 

digest. Even if Mallet randomly garbles messages, his chance of success is small if the 

digest data is large. For example, by using MD5 (a good cryptographic digest 

algorithm invented by RSA), Alice and Bob can send 128-bit MAC values with their 

messages. The odds of Mallet's guessing the right MAC are approximately 1 in 

18,446,744,073,709,551,616 - for all practical purposes, never.  

Here is the sample protocol, revised yet again:  

A->B 

B->A 

A->B 

B->A 
 

hello 

Hi,I'mBob, bobs-certificate 

prove it 

Alice, This Is bob 

{ digest[Alice, This Is Bob] } bobs-private-key 

ok bob, here is a secret {secret} bobs-public-key 

{some message,MAC}secret-key 

Complexity Analysis:-  

 

Input 

 A has array of n numbers 

 B has array of n numbers 

Output 

 Median of all 2n numbers, Numbers are O(log n) bits long 

A sends all of his numbers to B 

B calculates median of all 2n numbers 

Cost:- Each number is O(log n) bits, n numbers are sent [15] 

Total cost is O (n*log n) bits. 

Naive Solution 

1. A sorts his array and sends his median (MA ) to B 

2.  B sorts his array and sends his median (MB ) to A. 

3.    If MA = MB then return MA( = MB ) . 

4.    If MA > MB then A throws top (n/2) elements B throws low (n/2) elements 

5.   Otherwise, vice versa We reduces the size of the problem by half 
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6.   Back to step 1, until size of arrays = 1 

We will repeat this algorithm until the size of the array will be 1, while every loop the 

array is cut in half, and log n bits transferred [15]. 

Total cost is CCmid = O (log
2
n) bits. 

 

5.3 Routing and Routing Algorithms 

Routing is the process of moving information 

packets and messages across a network from 

a source host to a destination host. Along the 

way, at least one router is encountered. 

Routing involves two basic activities: 

determining optimal routing paths and 

transporting message packets through a 

network.  Routing takes place at the Network 

Layer—Layer 3 in the OSI 7 layers model. 

Routed protocols such as IP and IS-IS are the 

layer 3 protocols, which include the source 

and destination addresses of the packets. 

Routing protocols such as OSPF and BGP are 

used to evaluate what path will be the best for a packet to travel. Routing tables 

contain information used by switching software to select the best route. 

Destination/next hop associations tell a router that a particular destination can be 

reached optimally by sending the packet to a particular router representing the "next 

hop" on the way to the final destination. When a router receives an incoming packet, 

it checks the destination address and attempts to associate this address with a next 

hop. Routing tables may also contain other information, such as data about the 

desirability of a path. 

5.3.1 Distance Vector Algorithms  

 A distance vector algorithm uses metrics known as costs to help determine the best 

path to a destination. The path with the lowest total cost is chosen as the best path. 

When a router utilizes a distance vector algorithm, different costs are gathered by 

each router. These costs can be completely arbitrary, administrator-assigned numbers, 

such as five. Although the number five might not be of any significance to an outside 

Figure 5.2 The Routers in a network and 

the Routing Process [23] 
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observer, the administrator might have assigned it to a particular link to represent the 

reliability of that link. Costs can also be dynamically gathered values, such as the 

amount of delay experienced by routers when sending packets over one link as 

opposed to another. All the costs (assigned and otherwise) are compiled and placed 

within the router's routing table. All the costs gathered are then used by the algorithm 

to calculate a best path for any given network scenario. Although there are many 

resources that will offer complex mathematical representations of what distance 

vector algorithms are and how they compute their decisions, the core concept remains 

the same—by adding the metrics for every optional path on a network, you will come 

up with at least one best path. The formula for this is as follows: 

M(i,k) = min [M(i,t) + M(t,k)] 

This formula states that the best path between two networks (M(i,k)) can be found by 

finding the lowest (min) value of paths between all network points. Plugging this 

information into the formula, we see that the route from A to B to C is still the best 

path: 

5(A,C) = min[2(A,B) + 3(B,C)] 

Whereas the formula for the direct route A to C looks like this: 

6(A,C) = min[6(A,C)] 

Distance Vector Algorithms 

Multiple instances of (some variant of) the BF Algorithm from each node: 

 Each node is the source in one instance 

 n instances run in parallel (n = #nodes) 

Execution: Send distance vector when changes detected or upon timeout. 

 Complexity: message size O(n), space O(n) 

 for path-vector both O(Diam·n) (Diam = max path length) 

5.3.2 Link-State Algorithms  

Link-state algorithms work within the same basic framework that distance vector 

algorithms do in that they both favor the path with the lowest cost. However, link-

state protocols work in a somewhat more localized manner. Whereas a router running 

a distance vector algorithm will compute the end-to-end path for any given packet, a 

link-state protocol will compute that path as it relates to the most immediate link. That 

is, where a distance vector algorithm will compute the lowest metric between 

Network A and Network C, a link-state protocol will compute it as two distinct paths, 
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A to B and B to C. This process is best for larger environments that might change 

fairly often. Link-state algorithms enable routers to focus on their own links and 

interfaces. Any one router on a network will only have direct knowledge of the 

routers and networks that are directly connected to it (or, the state of its own links). In 

larger environments, this means that the router will use less processing power to 

compute complicated paths. Another advantage to such localized routing processes is 

that protocols can maintain smaller routing tables. Because a link-state protocol only 

maintains routing information for its direct interfaces, the routing table contains much 

less information than that of a distance vector protocol that might have information 

for multiple routers. 

In distance vector, router knows only distance to each destination 

  Hides much information 

 Link state: Let each router know entire network topology and compute routes 

locally  

 Key elements 

 Topology dissemination 

 Route computation 

Complexity of Link state Algorithms 

 

Denote m = # links. 

 Communication complexity: message size O(m), 

 Space complexity: O(m) 

5.3.3 Complexity of routing algorithm. 

The Task of routing algorithm is to determine the suitable port for delivering the 

message addressed to one network node and aim is to have the fastest routing 

available in the network. The case of every node sending the message to each other by 

correct delivery can be considered as optimal one. This can be achieved by keeping 

the table of size O(n) by every node, where n  is the number of nodes, but it’s not  

suitable for larger networks. To ensure effective routing with the best possible 

throughput it is important to indentify and analyze complexity of routing 

strategies.[17] 

Routing Table: - The principle of routing with routing tables is straight forward. 

Every node keeps a table with entries for each other node. Using these entries, it could 

be determined via which outgoing port a message had to be sent.  
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Figure 5.3 Routing Tables (message m destined to node 5)[17] 

Routing with routing tables is today a dominant strategy. There are lots of methods to 

reduce the memory demand for the data holding required for routing. The aggregation 

is one of the most important. It is based on that we don’t hold information for each 

node in network but only for sub-networks to which nodes belong. This way one can 

excessively reduce the size of routing tables. 

Complexity Analysis 

Algorithm 1 contains a description of a routing algorithm with routing tables in 

pseudo code. Graph=(V,E) with maximum degree Δ . 

Algorithm 1. 

The algorithm is understood for routing in node u Є V. 

Input: destination node d, message m.  

A data structure table [] is a field which implements the routing table. Its size is n and 

it stores identification labels of ports which are positive integers. It is organized in 

such a manner that in i
th

 position is stored an ID-number of port via which a message 

addressed to a node w ≠ u is forwarded. 

receive (m, d); 

if d = = u then OK 

else 

p = table[d]; 

send (m, d) to p; 

Lemma 1. To store a positive integer j it is required a register with at least [log2 j] 

bits. 



34 

 

Proof. It is possible to vary at most j = 2n values in n-bit register. Taking logarithm of  

j=2n resulted in log2j = n. It means for storing the j value is an n bit register 

necessary. Indeed, [log2 j] bits are necessary, since the number of bits must be an 

integer. 

Theorem 1. Routing with routing tables requires O (n logΔ) bits to store the routing 

information. 

Proof. The size of registers in RAMs depends on the number stored in it
3
. We need 

[log2 Δ] log bits
4
 to keep port numbers. We need to store n such values. Hence the 

memory requirements are n [log2 Δ] = O (n log Δ) bits. Using routing tables 

represented by data structure described in previous section the process of finding the 

corresponding port is very fast. The time of executing the algorithm doesn’t depend 

on network parameters. It is a constant time performance. 

Theorem 2. Time complexity of Algorithm 1 in RAM model with unit cost criterion 

Is O(1) . 

Proof. Algorithm 1 consists of 4 operations. It is necessary to carry out exactly these             

4 = O (1) operations for optional input, i.e. constant amount, independent on input. 

Interval Routing 

Interval routing is a space efficient routing strategy used in computer network. This 

method gaining a great interest because of accessible implementation chips available 

on the market. The basis of interval routing idea is to all of the nodes with integer 

from one set(for example {1,2,3,....,n}) and labelling of all arcs with interval(in range 

of number of nodes). These intervals means that a message addressed to a node 

labelled with u, via a port labelled with interval which includes a node u is forwarded. 

 

 

Figure 5.4 Interval routing (message m destined to node 5)[17] 
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Definition 1: 

Interval labeling scheme (ILS) of graph G = (V, E) is a scheme, where: 

1. A node labeling is an assignment of unique labels to nodes of V 

2. For each node v ∈ V, an edge labeling is an assignment of disjoint intervals to arcs 

e ∈ I(v), where I(v) denotes the set of arcs outgoing from v. 

An interval routing scheme, denoted also IRS, in a graph is a valid ILS.      The 

validity means that the routing strategy guarantees that the message will always be 

delivered to its destination using that ILS.  

Proposition 1.  The validity of every ILS can be checked in O(n2) time, where n is the 

number of nodes of the graph. Intervals used in labeling are understood as cyclic: [a, 

b] = {a, a + 1,…, V, 1, …, b} for a > b. In case of IRS using only linear interval I = [a, 

b], where a = b, it is called a linear (LIRS). If the labels of all outgoing arcs are 

grouped into at most k intervals then the scheme is denoted as k-IRS. The memory 

requirements of interval routing schemes depends also on k. The Compactness of a 

graph G is the smallest integer k such that G supports k-IRS.[16] 

 Routing Tables Interval routing 

Space complexity O(n log Δ) O(k Δ log n) 

Time complexity O(1) O(log(k Δ)) 

Table 5.0 Routing Complexity 

5.4 Concurrency Control and Algorithms 

Concurrency control in database management systems (DBMS) ensures that database 

transactions are performed concurrently without the concurrency violating the data 

integrity of a database. Executed transactions should follow the ACID rules, as 

described below. The DBMS must guarantee that only serializable (unless 

serializability is intentionally relaxed), recoverable schedules are generated. It also 

guarantees that no effect of committed transactions is lost, and no effect of aborted 

(rolled back) transactions remains in the related database. 

5.4.1 Transaction ACID rules 

Atomicity - Either the effects of all or none of its operations remain when a 

transaction is completed - in other words, to the outside world the transaction appears 

to be indivisible, atomic.  

Consistency - Every transaction must leave the database in a consistent state.  
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Isolation - Transactions cannot interfere with each other. Providing isolation is the 

main goal of concurrency control.  

Durability - Successful transactions must persist through crashes.  

The main categories of concurrency control mechanisms are: 

Optimistic - Delay the synchronization for a transaction until its end without blocking 

(read, write) operations, and then abort transactions that violate desired 

synchronization rules.  

Pessimistic - Block operations of transaction that would cause violation of 

synchronization rules. Quite many methods for concurrency control exist. Major 

methods, which have each many variants, include: 

1. Two-phase locking  

2. Timestamp ordering 

5.5 Fault -tolerance 

Fault-tolerance or graceful degradation is the property that enables a system (often 

computer-based) to continue operating properly in the event of the failure of (or one 

or more faults within) some of its components. If its operating quality decreases at all, 

the decrease is proportional to the severity of the failure, as compared to a naively-

designed system in which even a small failure can cause total breakdown. Fault-

tolerance is particularly sought-after in high-availability or systems. Fault-tolerance is 

not just a property of individual machines; it may also characterize the rules by which 

they interact. For example, the Transmission Control Protocol (TCP) is designed to 

allow reliable two-way communication in a packet-switched network, even in the 

presence of communications links which are imperfect or overloaded. It does this by 

requiring the endpoints of the communication to expect packet loss, duplication, 

reordering and corruption, so that these conditions do not damage data integrity, and 

only reduce throughput by a proportional amount. 

Recovery from errors in fault-tolerant systems can be characterized as either roll-

forward or roll-back. When the system detects that it has made an error, roll-forward 

recovery takes the system state at that time and corrects it, to be able to move forward. 

Roll-back recovery revert the system state back to some earlier, correct version, for 

example using check pointing, and moves forward from there. Roll-back recovery 

requires that the operations between the checkpoint and the detected erroneous state 

can be made idempotent. Some systems make use of both roll-forward and roll-back 
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recovery for different errors or different parts of one error. Within the scope of an 

individual system, fault-tolerance can be achieved by anticipating exceptional 

conditions and building the system to cope with them, and, in general, aiming for self-

stabilization so that the system converges towards an error-free state. However, if the 

consequences of a system failure are catastrophic, or the cost of making it sufficiently 

reliable is very high, a better solution may be to use some form of duplication. 

5.5.1 Checkpoint Recovery Method  

Checkpoint-Recovery is a common technique for imbuing a program or system with 

fault tolerant qualities, and grew from the ideas used in systems which employ 

transaction processing. It allows systems to recover after some fault interrupts the 

system, and causes the task to fail, or be aborted in some way. While many systems 

employ the technique to minimize lost processing time, it can be used more broadly to 

tolerate and recover from faults in a critical application or task. The basic idea behind 

checkpoint-recover is the saving and restoration of system state. By saving the current 

state of the system periodically or before critical code sections, it provides the 

baseline information needed for the restoration of lost state in the event of a system 

failure. While the cost of checkpoint-recovery can be high, by using techniques like 

memory exclusion, and by designing a system to have as small a critical state as 

possible may minimize the cost of checkpointing enough to be useful in even cost 

sensitive embedded applications.[19] 

 

Figure 5.5 Checkpoint Mechanism [19] 
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When a system is checkpointed, the state of the entire system is saved to non-volatile 

storage. The checkpointing mechanism takes a snapshot of the system state and stores 

the data on some non-volatile storage medium. Clearly, the cost of a checkpoint will 

vary with the amount of state required to be saved and the bandwidth available to the 

storage mechanism being used to save the state. 

In the event of a system failure, the internal state of the system can be restored, and it 

can continue service from the point at which its state was last saved. Typically this 

involves restarting the failed task or system, and providing some parameter indicating 

that there is state to be recovered. Depending on the task complexity, the amount of 

state, and the bandwidth to the storage device this process could take from a fraction 

of a second to many seconds. 

This technique provides protection against the transient fault model. Typically upon 

state restoration the system will continue processing in an identical manner as it did 

previously. This will tolerate any transient fault, however if the fault was caused by a 

design error, then the system will continue to fail and recover endlessly. In some 

cases, this may be the most important type of fault to guard against, but not in every 

case.[20] 

Complexity Analysis: - The worst case message complexity of the check pointing 

algorithm is O(kn) when k initiators initiate concurrently. The time complexity is 

O(n). For the recovery algorithm, time and message complexities are both O(n).[18] 
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Chapter 6 

Results & Discussion 

 

In online banking system we have following modules:- 

1) Fault tolerance and Recovery 

2) Authentication and encryption 

3) Routing  

4)  Backup  

5) Communication 

6.1 Fault Tolerance and Recovery Algorithm Complexity: - Check pointing with 

rollback recovery is a well-known method for achieving fault-tolerance in distributed 

systems. The check pointing algorithms can handle multiple concurrent initiations by 

different processes. While taking checkpoints, processes do not have to take into 

consideration any application message dependency. The synchronization is achieved 

by passing control messages among the processes. Application messages are 

acknowledged. Each process maintains a list of unacknowledged messages. Here a 

logical checkpoint is being used, which is a standard checkpoint (i.e., snapshot of the 

process) plus a list of messages that have been sent by this process but are 

unacknowledged at the time of taking the checkpoint. The worst case message 

complexity of the check pointing algorithm is O(kn) when k initiators initiate 

concurrently. The time complexity is O(n). For the recovery algorithm, time and 

message complexities are both O(n)[18]. 

6.2 Authentication Algorithm Complexity:- In Alice and Bob Protocol Cost of each 

number is O(log n) bits, n numbers are sent so, Total cost is O(n*log n) bits[15]. 

6.3 Routing Complexity: - In a communication network routing is one of the latency 

sources. Routing algorithm has task to determine the suitable port for delivering 

message address to one network node. Correct delivery of message from source node 

to destination node is considered as optimal routing. The aim is to have the fastest and 

optimal routing available in the network. 

The principle of routing with routing tables is straightforward. Ever node keeps a 

table with entries for each node. Using these entries, it could be determined via which 

outgoing port a message had to be sent. Interval routing is a space efficient routing 

strategy used in computer networks. The basis of interval routing idea is to label all of 
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the nodes with integer from one set (for example {1, 2, 3...n}) and labeling of all arcs 

with interval (in range of number of nodes). These intervals means that a message 

addressed to a node labeled with u, via a port labeled with interval which includes a 

node u is forwarded [16].  

 Routing Tables Interval routing 

Space complexity O(n log Δ) O(k Δ log n) 

Time complexity O(1) O(log(k Δ)) 

 

Table 6.1  Complexity of message passing in wide area networks. 

Note: - Δ is maximum degree of the graph, n is number of nodes in the graph, k is 

interval 

6.4 Backup Algorithm Complexity:- The backup tree algorithm to compute a set of 

n-1 backup multicast delivery trees from the default multicast tree for application 

level multicast. For each backup multicast tree exactly one link of the default 

multicast tree is replaced by a backup link from the set of available links. The backup 

tree algorithm calculates the n-1 trees with a complexity of O (m log n)[17]. 

Note: - m is number of messages and n are number of nodes (systems) 

6.5 Communication Complexity:- It depends upon the algorithm used in system for 

Distance Vector routing scheme complexity will be O(m).In case of Link state 

Algorithm complexity will be O(n).  

Module wise Complexity Analysis 

 

Communication Fault Tolerance Recovery Authentication Routing Backup 

O(m) O(kn) O(n) O(n*log n) O( 1) O(m log n) 

Table 6.2: Complexity of all Modules 

 The above shown results are just an approximation, complexity may vary according 

to the algorithm .There are number of things that can affect the system, front end and 

network speed plays a vital role in this. In this type of system any algorithm may 

change the complexity of the system. There are number of algorithms available for 

particular task. In above case if we choose Open Ear Decompositions for fault 

tolerance routing scheme then complexity will be O(m ) for that particular module 

[21]. If we change routing scheme in the system then also the complexity will be 
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change like we may switch to distance vector routing then the communication 

complexity will be O(n) instead of O(m). 

 

Communication Fault Tolerance Recovery Authentication Routing Backup 

O(n) O(m) O(n) O(n*log n) O( 1) O(m log n) 

Table 6.3. System Complexity 

 As the user login first the authentication is being done then routing protocol comes in 

to existence ,then depends upon the mode of transaction, the user may only view the 

account statement in this case the complexity will be {O(n*log n) + O(1)+O(m)&& 

O(kn)} ,authentication , routing will run in sequence viewing account statement fault 

tolerance will run in parallel. If user wants to transfer the money from one account to 

another then complexity will be different approximate {O(n*log 

n)+O(n)+O(1)+O(n)+[O(m)&&O(mlogn)]}. 
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Chapter 7 

Future Work and Conclusion 

 

The size and complexity of heterogeneous systems have been increasing inexorably in 

the recent past. We are currently trying to evaluate online banking system using the 

complexity metrics. In particular, we are trying to evaluate large, complex 

heterogeneous system like ubiquitous computing systems, enterprise systems and 

internet-based systems. This would help establish the generality of the metrics. Some 

preliminary evaluation in this regard as well as a description of some of the strategies 

for alleviating complexity in a ubiquitous computing system is discussed in [22]. 

Another area of future work is to try to extend the set of metrics to include a measure 

for debugging and failure-recovery. Heterogeneous systems may fail due to a number 

of reasons - OS faults, software bugs, hardware errors, human error, etc. While self-

repair and high-level programming can reduce the occurrence of failures and provide 

automated, graceful failure-recovery, systems may still fail and require human 

intervention. Besides, self-configuring and self-repairing systems may misbehave or 

take wrong actions. Hence, heterogeneous systems should provide mechanisms for 

uncovering the different layers of abstraction and deducing the cause of faults. The 

complexity of debugging a system is an important measure of the ease of using and 

maintaining the system. System complexity forms just one of the factors that 

influence the productivity of developers, administrators and end-users. Other factors 

that affect complexity include communication changing requirements, technology 

churn, etc. While we are still far from being able to quantify these other factors, they 

would all form part of any evaluation of the productivity of different kinds of users. 

Heterogonous systems are becoming bigger and more complex. While the complexity 

of large-scale heterogeneous systems has been acknowledged to be an important 

challenge, there has not been much work in defining or measuring system complexity. 

Thus, today, it is difficult to compare the complexities of different systems, or to state 

that one system is easier to program, to manage or to use than another.. In this report, 

we try to understand the factors that cause heterogeneous systems to appear very 

complex to people. We define different aspects of system complexity and propose 

metrics for measuring these aspects. In conclusion, we have tried to formalize the 

notion of complexity of heterogeneous systems. We have proposed a number of 
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metrics to measure different aspects of system complexity. In this report, we have 

study about various methods of analysis and notations like apriori analysis, posterior 

analysis, micro analysis, macro analysis, amortized analysis, big O notation, theta 

notation, potential method, accounting method. All analysis and methods are situation 

specific. Our report does a comparative study of various method and techniques of 

algorithm analysis giving their specific advantages and disadvantages. First of all we 

have analyzed the problem in detail, then study the algorithm in context to the online 

banking system. 

Generally people ask the question: How to calculate the complexity of heterogeneous 

system? How different algorithms affect the final complexity of system? How they 

take part in system? These questions don't have an easy or unambiguous answer, 

however. The complexity depend quite heavily on the environment what the system 

is? 

Calculating the complexity of this type of system is just an approximation because 

complexity may vary on the mode of transaction. One algorithm may affect the 

system. In this system there are various factors that will play significant roles in the 

overall complexity like one minor change may increase or decrease the complexity of 

the system e.g. if we change authentication algorithm then the overall system  

complexity will affected. There are many algorithms that are running simultaneously 

as we discussed earlier like fault tolerance, authentication, encryption, routing tables, 

communication protocols and for error recovery.  Every algorithm contributes in the 

system, so every algorithm have time and space complexity, if the algorithms are 

running parallel then the complexity will be highest out of them. E.g. we have 

complexities n, n+1, n2
 
then the complexity will be n

2. 
If we have N algorithms and 

they are running sequentially then the complexity will be sum of all these.eg. We have 

N algorithms running simultaneously then the total complexity will be Tc = 

1+2+……+N. There are various other factors that will play significant roles in the 

overall complexity. Communication is one of them. Depending upon the distance of 

locations where servers may be placed due to security or feasibility of the application. 

Backup is another issue where system needs some time to reconsolidate with the back 

end links or system. Depending upon the types of backup (hot or cold backup) 

different timings may be taken up by the system. In case of database application there 

may be delays due to commit and other updates on various types of storage media, 

which needs to be taken into account.  
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